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EXECUTIVE SUMMARY

In this report, Tech Against Terrorism investigates the use of designation: a powerful tool available to
governments to facilitate improved action against terrorist use of the internet in a way that upholds the
rule of law.

We detail how terrorist designation differs from one jurisdiction to another. We argue that these
counterterrorism measures, whether online or offline, must be grounded: judiciary systems must be
brought into the 21st century when designating terrorism. In the context of terrorist use of the internet,
governments and legislatures must take ownership of the problem, rather than leave the issue to tech
companies who must second guess fragmented and incoherent designation processes.

Governments and their legal systems should be responsible for adjudicating on what is illegal terrorist
content online, rather than leave the burden to tech companies, as is predominantly the case at the
time of writing this report. Global tech companies, whether large or small, are overwhelmingly willing
to counter terrorist use of their platforms. In our experience, the likelihood of getting platforms to
remove terrorist material increases when terrorist groups are designated, as designation removes a
level of uncertainty and provides clear legal basis for removal for tech companies.

While some countries’ online legislation, such as the UK draft Online Safety Bill (OSB), references
designation, the inconsistency between online regulation and its relationship to designation provides
a significant grey area in which tech companies must decide what content should be removed or
otherwise restricted. It is highly unlikely that many tech platforms have a significant awareness of the
legislative framework, policy apparatus, and general approach to counterterrorism found in any given
jurisdiction. By placing the responsibility of determining whether content on tech platforms is terrorist
in nature, there is a risk that those who do not meet the definition of terrorism may be subject to unjust
curtailment of their right to freedom of expression, while those who are engaged in terrorism may be
able to spread their message online without hindrance.

Tech Against Terrorism recognises that reliance on designation is by no means a perfect solution.
Aside from the humanitarian and constitutional concerns around designation processes and their
offline impact, these legal processes are not currently equipped to respond effectively to the fluidity of
the online realm. In particular, designation systems are slow to respond to a rapidly evolving threat
picture and are insufficient for tackling the threat of far-right entities as well as lone and non-affiliated
terrorist actors. In this report, we suggest means of improving designation so that it is fit to guide the
moderation of terrorist content online.

While the main aim of our report is to explore how designation can guide the moderation of terrorist
content online, designation per se is not the sole problem disclosed by this study, which illuminates
both the inadequacy of contemporary legislation for underpinning measures warranted in the online
world, and the irrelevance of the rule of law when systems of justice are not made amenable to digital
application. We consider that bringing criminal justice into the 21st century should be the priority of
policymakers.
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GENERAL RECOMMENDATIONS

We present here a number of general recommendations for those entities making terrorist designations.
In our appendix, we also detail specific recommendations for ten national and two supranational
designation systems as appropriate to their context.

e Designating authorities should make their list of designated, proscribed, dissolved, or banned
organisations both public and easily accessible. In addition, they should ensure their listing
procedures are transparent, making clear reference to the legislative provision which underpins
the lists, the legal and practical consequences for listed entities, and the appeal and review
processes in place. We further recommend that designating bodies implement a system
whereby such decisions and relevant evidence can be made available for judicial inspection
and oversight.

e Ensure that there is a separate listing process for the designation of terrorist groups that does
not conflate these listings with groups that are anti-constitutional, subject to political proscription,
or any other status that is not terrorist. This would ensure that the greater stringency of
counterterrorism measures, whether online or offline, is not applied to groups that are not
terrorist in nature, and thereby forestall breaches of human rights law by engaging in
disproportionate action.

e Enforce a three-layered system to adjudicate illegal content in the rule of law. This would be
content that is produced by a designated or proscribed organisation that leads to the commission
of a terrorist offence. This can then be enforced by a regulatory body which makes this
implementable for tech companies and a Classification Office that bans specific material so the
adjudication of what constitutes as terrorist content is made by public entities rather than private
entities.

e Explicitly state in statutory form that online content which incites violence is illegal where it is
already illegal offline, and thus ensure that offline and online laws applicable to speech are
aligned. This in tandem with designation will ensure that terrorist content which incites violence,
but that is not created by a designated entity, can be identified and moderated as such.

e Provide concrete examples of content that are illegal under such a framework and content that
has been implicated in successful prosecutions to aid tech company moderators’ understanding
in what should be removed on legal grounds. This can be done by creating an institution such
as the Classification Office in New Zealand.

e Reflectthe emerging threatlandscape by designating more far-right terrorist groups to accurately

reflect and respond to the danger stemming from national and trans-national far-right terrorist
groups.
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Upholding Human Rights
e Establish regular review periods so that designated groups can be delisted if disbanded,
or re-designated under a new name in the event of a name change in order to preserve and
enhance the efficacy of counterterrorism efforts.

e Lay out clear and accessible appeal mechanisms so that listings can be contested and inclusion
discontinued if warranted by law, and thereby relieve executive agencies of some of the burden
of initiative and effort in maintaining operationally relevant lists.

e Provide a clear definition of “terrorist content” in online regulation or Terrorism Acts to ensure
that, with a basis in principles established by law, tech companies can direct their moderation
efforts at content that otherwise falls out of the scope of designated terrorist groups. Provision
might, for example, be made to automatically designate lone actors as terrorists, so that material
from lone actors committing an attack, including manifestos and livestreams, is by default illegal
and tech companies therefore entitled to remove it. This is vital to ensure that online
counterterrorism becomes better at removing far-right terrorist material.

e Include civil society representatives, counterterrorism specialists, and human rights lawyers in

the process of designating and delisting entities to allow a more nuanced approach with greater
oversight from subject matter experts.
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1. INTRODUCTION

Tackling terrorist use of the internet, and in particular the dissemination of online propaganda material,
has become a primary objective of counterterrorism initiatives across the world following several high-
profile terrorist attacks which made effective use of digital methodologies.’

Spurred by public calls for tech companies to “do more”, global policymakers have therefore within the
last five years, aimed to mitigate the spread of terrorist content online.2 They have done this by
sharpening regulatory approaches and consequently have suggested measures including content
removal deadlines, obligatory use of automated content removal technologies, and transparency
requirements.

Whilst many such measures may prove to be useful, one legal tool that has been notable by its
absence from online counterterrorist discourse is designation — the system by which the authorities
within a jurisdiction can classify either a group or an individual as ‘terrorist’.

1.1. Designation

In most jurisdictions, such classification permits the curtailment of designated entities’ rights. This
mechanism has been widely used within counterterrorism for over twenty years to limit terrorists’
entitlement to travel or receive funds. Yet, to date, there has been only limited deliberate application in
the field of counterterrorism online, despite evidence, which we explore below, that tech platforms are
more disposed to take action against specific groups exploiting their platforms if such groups have
been designated.

Designation is a mechanism available exclusively to government agencies exercising delimited powers
and are subject to democratic accountability. Beyond its practical utility, designation helps to confine
restrictions of online content within the parameters of the law when it is practised by private entities
such as tech platforms. The decisions of what constitutes terrorism and terrorist content is a political
one, and one that ought to be made only by democratically accountable governments and never
remitted to private tech companies.

In this report, we survey how designation is currently deployed in twelve jurisdictions. We also examine
the implications of existing designation systems for online content, and we recommend how states
and inter-governmental organisations might ensure that designation can be practised effectively in the
21st century. In doing so, we answer the following questions:
1) What terrorist designation systems are employed by nation states and supranational institutions?
2) What implications does the designation (of a terrorist entity) have for online content produced
by or in support of the designated entity?
i. Is there online terrorist content that falls outside of the scope of existing legal mechanisms?
3) What human rights safeguards exist in the designation systems deployed and what are the
considerations currently overlooked?
4) How can global designation processes be improved to provide guidance for the moderation of
online content and as a result improve online counterterrorism efforts? 3

"Global Internet Forum to Counter Terrorism; Christchurch Call to Action; European Union Internet Referral Unit
20nline Regulation Series, Tech Against Terrorism, 2021; 2022.
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https://gifct.org/
https://www.christchurchcall.com/
https://www.europol.europa.eu/about-europol/european-counter-terrorism-centre-ectc/eu-internet-referal-unit-eu-iru

In drafting this report, this work has greatly benefited from expert interviews with Jason Blazakis, Dr.
Anna Meier, David Shanks - Chief Censor of the New Zealand Classification Office at the time of
writing this report and Gavin Sullivan, Reader in International Human Rights Law at The University of
Edinburgh, lead researcherforthe UKRI-funded project, Infra-Legalities: Global Security Infrastructures,
Atrtificial Intelligence and International Law and lawyer who has provided pro-bono legal representation
to people targeted by security lists worldwide, including before the UN Office of the Ombudsperson.

1.2. Why does designation matter for tech companies?
At Tech Against Terrorism, we fundamentally believe in the rule of law and argue that online
counterterrorism efforts should be grounded in it. Designation provides a meaningful way of doing this.

Global tech companies, whether large or small, are in general more than willing to counter terrorist use
of their platforms. As a case in point, 94% of all terrorist content reported to tech platforms via our
Terrorist Content Analytics Platform (TCAP)* has been removed.® This willingness notwithstanding,
small platforms often struggle to identify and action terrorist content accurately. While larger tech
platforms do have in-house counterterrorism experts capable of supporting such efforts, smaller
platforms are markedly less able to afford such resources. Designation can therefore offer valuable
authoritative guidance to tech companies in moderating content. This point that has also been made
by larger tech companies.®

Furthermore, the practice of incorporating designation into moderation guidance explains the high
removal rate of identified terrorist content following alerts generated by the Terrorist Content Analytics
Platform. Platforms are only notified of content verifiably produced by designated terrorist groups.’
Platforms naturally feel more confident about removing material attributable to groups designated by
several global jurisdictions.®

We also know from experience of notifying material produced by non-designated entities to smaller
platforms that designation directly influences a platform’s decision to act, because they are able to
proceed by reference to material certified as warranting removal. Academic studies provide evidential
support for the assertion designation lists can facilitate removal of terrorist content.® There seems to
be consensus that when it comes to clearly demarcated terrorist content, or in other words, material
produced by designated terrorist organisations, tech companies should moderate this from their
platforms.™®

3 A detailed methodology can be found in the annex under section 1.
4The Terrorist Content Analytics Platform (TCAP) is a database of verified terrorist content built by Tech Against Terrorism with the support of
Public Safety Canada. The TCAP alerts terrorist content to tech companies when it is identified on their platforms.

STCAP Transparency Report, Tech Against Terrorism, 2021.

8 Terrorist Definitions and Designations Lists, Chris Meserole and Daniel Byman, Global Research Network on Terrorism and Technology:
Paper No. 7, 2019; Hard Questions: How Effective Is Technology in Keeping Terrorists off Facebook?, Monika Bikert and Brian Fishman,
Meta, 2018.

"TCAP Inclusion Policy

81n fact, removal rates are much lower for far-right terrorist content, which is likely due to the fact that there is much less consensus across
jurisdictions about such groups terrorist status. See: TCAP Transparency Report, Tech Against Terrorism, 2021.

9 Terrorist Definitions and Designations Lists, Chris Meserole and Daniel Byman, Global Research Network on Terrorism and Technology:
Paper No. 7, 2019; Hard Questions: How Effective Is Technology in Keeping Terrorists off Facebook?, Monika Bikert and Brian Fishman,
Meta, 2018; Facebook’s Secret “Dangerous Organizations and Individuals” List Creates Problems for the Company—and Its Users, Jillian
York and David Greene, Electronic Frontier Foundation, 2021.

© Marginalizing Violent Extremism Online, William Braniff and Audrey Alexandar, Lawfare, 2021.
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https://www.brookings.edu/wp-content/uploads/2019/07/GRNTT-Paper-No.-7.pdf
https://about.fb.com/news/2018/04/keeping-terrorists-off-facebook/
https://terrorismanalytics.org/policies/inclusion-policy
https://terrorismanalytics.org/policies/transparency-report
https://www.brookings.edu/wp-content/uploads/2019/07/GRNTT-Paper-No.-7.pdf
https://about.fb.com/news/2018/04/keeping-terrorists-off-facebook/
https://www.eff.org/deeplinks/2021/12/facebooks-secret-dangerous-organizations-and-individuals-list-creates-problems
https://www.lawfareblog.com/marginalizing-violent-extremism-online

2. REVIEW OF DESIGNATION JURISDICTIONS AND PROCESSES

The below table is a summary of the designation processes employed by ten countries and two
transnational institutions. The annex of this report provides a further breakdown of each jurisdiction.
The below table is further explained in the next section.

2.1. Overview
Table 1: Overview of designation jurisdictions and processes.

United European United United Canada New France Germany
Nations Union States Kingdom Zealand

Does the
country have
a

designation X X

list or a legal
equivalent?

What type of
system does
the country Designation ~ Designation Proscription,
use? Designation and sanctions (FTOs) 7 Proscription & Designation  Proscription ~ Designation Dissolution Sanctions, Political N/A Proscription
(UK) Sanctions sanctions judicial proscription
(SDN) approach
Is terrorist
content Not necessarily, Not Not
illegal? N/A m:;’:;?:ﬁ::m necessarily,  necessarily, Not
or incites only if _ onlly if X X X necgsTsa(lly,
imminent abhorrently  objectionable only if incites
unlawfulness violent
Is content
produced by Only if Not Not Not Symbols from Not as of yet, Not
designated categorised  necessarily, necessarily, necessarily, allbanned  maybe under necessarily,
terrorist N/A as “terrorist ~ depends on only if only if groups are proposed X only if incites
groups content” material abhorrently  objectionable illegal legislation
illegal? support violent
Is content
the incited Yes, as it is
violence or Yes, if incites classified as Yes, under
terrorism N/A to imminent abhorently proposed
illegal? unlawfulness violent regulation
Are far-right One on the 1 far-right Only the
terrorist FTO list, Yes, but group, heavily  Christchurch Only political
groups impossible to skewed skewed attack parties, from
represented x X designate towards towards perpetrator, N/A x N/A those two
on the lists? domestic Islamist Islamist heavily skewed from the
terrorist groups groups towards Islamist far-right side
groups groups
Do the lists * Review: 6 * Review every 3
have months * Review * No Review years
human- Delisting . every 2 years * Review * Review . Dissolved
rights possible by lfepﬁ‘e:;z z?/n between every 3 years C;';iﬁ?nizl o groups can >< N/A X
compliant member groupsand  “Appeal in 30 * Appeal for 60 days - Minister for appeal
mechanisms States Member States days delisting 5 years *No appeal  designation to
in place? be revoked
Is FTO list on Proscription and
designation m."‘.f'["{'“k ’ Based on the J”‘;'C'a' dapp'&a"h
tied to the Based on the a|e'gvi's¥a’ﬁ:,.? ‘oo Linked to definition of ;:ﬁenit%:, Ofe Based on the
X definition ofa ~ designate definition of ~ “terrorism” “terrorism’,  definition of a X X >< X X
“terrorist act” Qf&lfzg;:?co" terrorism and “terrorist ssgcg?‘zz :{zf “terrorist act”
terrorism? terrorismI activity : the%efinition e
definition \
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2.2. Challenges with implementing designation to regulate online terrorist content
Proceeding from Table 1, we identify the principal characteristics of worldwide designation practices.
This section discusses, how, as it stands, designation does not bridge the divide between online and
offline as it suffers from too many operational challenges to guide the moderation of terrorist content
online.

After identifying the challenges, we offer proposals to improve designation so it becomes fit for purpose.

The presence of designation systems

Most countries and institutions examined in this report have some form of designation system by
which they classify terrorist groups and maintain a list of these entities. However, these are all referred
to differently (as seen in the table from designation, to proscription, to banning, to political proscription)
and are based on different legislation. This creates challenges both offline and online.

()

Online

Unclear and difficult to implement
Designation systems diverge because they are
based on fragmented sources of national law
which equally provide for a variety of legal
effects. A globally coordinated response
requiring the concerted application of different
powers is therefore a complex and demanding
exercise.

Legality of terrorist content

Unclear and difficult for tech companies,
especially smaller ones to understand

Tech company moderators may find it difficult
to understand the national variants, respective
legal bases, and effects of designation. This is
especially the case for smaller tech companies
who have neither the capacity to acquire nor the
capability to deploy the relevant expertise. It is
highly unlikely that many tech platforms, large
or small, would be able to maintain expertise in
the multiple domains of policy, operational
practice, and law which are relevant to
counterterrorism.

Countries differ in the extent to which online content produced by or in support of a designated terrorist
groupisillegal. In the UK, Canada, and Germany, this is made explicit, whereas in many other countries
it depends on other criteria, such as whether the material incites violence or whether it is “objectionable”
(New Zealand) or “abhorrently violent” (Australia).

In the latter case, this would mean that an internet user or a tech company would have to decide
whether such criteria is met before accessing such content or having it on one’s platform.
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This leads to the following online challenges.

,Q
7

Offline

=~

Online

Unclear how the online incitement leads to
offline implications. Online incitement that may
lead to organising offline terrorist or violent
extremist events and attacks needs to be made
illegal in all circumstances, reflecting the same
speech laws that account for offline incitement.
At the moment, this risks neglecting digital
evidence of incitement as well as incitement of
terrorism to continue online.

Incitement to violence

Leaves the responsibility of adjudicating on
what constitutes as terrorist content and
how to moderate it to tech companies
Whilst we recommend countries to make terrorist
content clearly illegal, inconsistency between
jurisdictions inhibits the full potential benefit of
designation as a form of reference for the practice
of counterterrorism online. In the absence of
such consistent provision, tech companies are
forced to decide what content should be classified
as terrorist and therefore be moderated. This
leads to private entities being responsible for
setting speech norms online, rather than
democratically elected governments. In addition,
by placing the responsibility of determining
whether content is terrorist on tech platforms,
there is a high risk that, out of an overabundance
of caution, those who do not meet the definition
of terrorism may be subject to unjust infringement
on free speech, while those who are engaged in
novel and undetectable but nonetheless
terroristic forms of speech may be able to spread
their messages online.

Most of the countries examined do criminalise the incitement of violence. However, what this constitutes
online is not made explicit by most, since legal frameworks rarely clarify if online incitement of violence

is illegal.”

" In the recommendation section of this work, we analyse why we deem this should be made explicit.
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This leads to the following offline and online challenges.

/Q
7

=~

Offline Online

Explicit offline

Incitement to violence is overwhelmingly illegal
offline, including incitement of violence for
terrorist purposes. Whereas it may still be
difficult to ascertain what is considered
incitement to violence, there is judicial oversight.

Designation of far-right terrorist groups

Implicit online

Tech companies often must moderate terrorist
content on the assumption incitement to
violence is illegal online. There is a lack of clarity
on what can be considered as incitement to
violence online, and when this is decided, this is
done by tech company moderators rather than
courts. However, most tech companies already
make incitement to violence a breach of their
Terms of Service (ToS).

Despite the evolving threat picture which has seen a rise in far-right terrorist threats, most examined
countries’ designation lists are heavily skewed towards Islamist terrorist groups, with either none or only a
few far-right terrorist groups listed. Whilst Germany has listed a considerable number of far-right groups,
they are listed as “anti-constitutional” and not as “terrorist’. Canada and the United Kingdom have, to date,
designated the most far-right groups as terrorist, with nine and five (including four aliases) respectively.

This leads to the following consequences offline and online.

Skewed towards Islamist actors,
undermining counterterrorism efforts

Due to their freedom from designation, far-right
terrorist groups are relatively uninhibited in
training, recruiting, meeting offline, financing,
and fulfilling other terrorist purposes. This
significantly undermines the fight against the
threat from the extreme violent far-right and
also consequently neglects a legal instrument
that can be used to tackle it.

2 Terrorist Content Analytics Platform Transparency Report, Tech Against Terrorism, 2021.
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Skewed away from far-right actors

The dissemination of far-right content is
unimpeded by the wide awareness of imagery
and tactics which makes online environments
increasingly hostile for Islamist actors. As the
Terrorist Content Analytics Platform shows, 94%
of Islamist content gets removed versus 50% for
the far-right, which we consider partly to be due
to the lack of designation of far-right terrorist
groups and, furthermore, the lack of actionable
consensus wWhen they are designated.'?



https://terrorismanalytics.org/policies/transparency-report

Review processes
Most countries do have regular review processes whereby the designation of a terrorist group is
revised and sometimes recalled, but these are often protracted and complex. There is often no formal

protocol in place to consider a group which has disbanded or is otherwise wholly inactive.

Inaccurate lists with consequences for
human rights

Inaccuracy means that entities are listed for longer
than they should be, resulting in the imputation of
criminality and the imposition of punitive measures
where neither are warranted. Inaccuracy as a
result of the absence of an effective review wastes
resources and risks defeating the purpose of
designation if listed groups have, since inclusion,
begun to operate under a different name, or
ceased operation entirely.

B1n the next section of this report, we delve deeper into these human rights issues, and in the recommendations section of this work, we
provide examples of how to ensure human rights are respected and protected more in designation systems.
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Inaccurate lists with consequences for
human rights, especially freedom of
expression online

One online effect of unwarranted designation as
a result of ineffective review is to wrongly infringe
digital rights, especially freedom of expression.
A graver effect of this inaccuracy is to confuse
those inthe private sectortasked with moderation
and enforcement in online spaces.' This leads
to on the one hand, members of those groups
sometimes suffering from stringent restrictions
on their rights for too long, and on the other
hand, risking leaving terrorist content online due
to inaccurate names of groups. This is
exemplified by the case of Hay’at tahrir al Sham
which is still designated under the al-Nusra front
by the US State Department Foreign Terrorist
Organisations list.




Definitions of terrorism and designation systems

Countries and institutions are split almost evenly in the coordination between their designation processes
and their definitions of terrorism: some designation lists are rooted in the definition of terrorism whilst others
are not, such as Canada whose list is dependent on the definition of terrorism and terrorist activity, whilst
the UN has not based their list on a definition of terrorism given they don't provide a standard definition.™

VA =

7
A‘

Offline Online

Inconsistency between terrorism and the Suboptimal use of legal definitions

label of a terrorist group alongside designation for the moderation

This creates opaqueness and confusion about  of online terrorist content

the thresholds for designation as terrorist Designation is but one mechanism capable of

groups. guiding the moderation of terrorist content
online, and definitions could be another. Without
alignment between the two, neither tool will be
effective. There will be inconsistency and
unclarity about what content falls within scope
of the respective tools. In turn, tech companies
are unable to remove content because they find
it difficult to determine what is terrorist content
and whether it is produced by a designated
terrorist entity.

“We consider that the process of designating terrorist groups should be based on a legal definition of terrorism to ensure counterterrorism
policies, online and offline, are rooted in the rule of law. In our models’ sections of this work, we will elaborate on how countries could
combine these to ensure they provide strategic leadership on regulating the online sphere and countering terrorist use of the internet.
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3. UPHOLDING RIGHTS WHILE DESIGNATING TERRORISM

Our review highlights how the instrument of designation is highly complex and fraught with operational
challenges. In this section, we draw attention to the human rights concerns associated with designation.
It is essential that for anyone thinking of using designation to guide the moderation of terrorist content
online, these are addressed.

3.1 Humanitarian

The designation of entities (whether groups or individuals) as terrorist — and the resulting sanctions
against those entities — can impede the resolution of conflict, the struggle for self-determination by
conventional armed groups, and access to humanitarian aid.

Tech Against Terrorism recognises that there are many problems with this and acknowledge that
designation is therefore a highly contested and complex issue. Humanitarian work can be paralysed and
civil society organisations maliciously targeted for supposed links to designated groups. Fionnuala Ni
Aolain, the Special Rapporteur on Counter-terrorism and Human Rights, emphasises that the UN
requires no exemption clause for civil society actors in national counterterrorism provisions. This
requirement leaves humanitarian actors vulnerable to accusations of supporting listed entities.' National
designation regimes have indeed been criticised for curbing the activities of human rights defenders and
civil society actors by use of counterterrorism measures.'® For example, human rights experts recently
condemned the Israeli government’s designation of six Palestinian civil society groups."”

These humanitarian concerns are especially visible following the designation and imposition of sanctions
on entities such as the Taliban, Hamas, and Hezbollah. Most recently, there has been uncertainty over
how to treat the Taliban as a sanctioned entity (by the UN,'® Canada,’® and the US Treasury?°) since it
became the de facto government of Afghanistan. Reluctance to breach sanctions has caused financial
institutions to delay the transfer of fun